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Prediction 
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The Cloud’s Role 

We need a strategy for machine learning that will 
suit the cloud and high volume data 

+Elasticity 
+massive resources on demand 
+Budget and time choice space 
+ long running computation 
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A Simple but Scalable Cloud Software 
Framework/Platform/ Architecture 

ML is Modeling / Regression 

System 
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GOAL: FIND F(X) THAT GENERATES Y 
NB: states nothing about causality, association only 

Machine Learning 

Training, Testing, Deployment 

prediction 

Exemplars 

Training set 

Testing set new  
observation 

features 
explanatory variables 

independent variables 

label 
class 
dependent variable 

Commonly Used ML Algorithms 

•  Generalized Linear Models 
–  Ordinary Least Squares – 

Linear Regression 
–  Ridge Regression: imposes a 

penalty on the size of 
coefficients 

–  Lasso Regression: estimates 
sparse coefficients 

–  Elastic Net 
–  Stochastic gradient descent  
–  Logistic Regression 

»  linear model for classification 
(vs regression) 

»  aka logit regression, 
maximum-entropy 
classification (MaxEnt) or the 
log-linear classifier 

–  Polynomial regression: inear 
models trained on nonlinear 
functions of the data 

•  Non-Linear Models 
–  Support Vector 

Machines 
–  Naïve Bayes 
–  Decision Tree, 

Random Forest 
–  Gaussian Processes 
–  Neural Network 

»  deep learning 
–  Genetic 

programming 

Supervised Learning Algorithms 
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ML Algorithm Competence Metrics 

Method Speed Accuracy Readable 

GOAL 

LINEAR METHODS 

NON-LINEAR Methods 
✓

✓

✓✓

✓

Application

Platform

Infrastructure

FLEXGP  

Example of  
Genetic Programming for Design 

•  Evolving an antenna for 
NASA's Space 
Technology 5 mission 
–  https://ti.arc.nasa.gov/

profile/hornby/ 
» Computer-Automated 

Evolution of an X-Band 
Antenna for NASA's Space 
Technology 5 Mission. 
Evolutionary Computation 
19(1): 1-23 (2011) 

Computer-Automated 
Evolution of an X-Band 
Antenna for NASA's Space 
Technology 5 Mission. 
Evolutionary Computation 
19(1): 1-23 (2011) 
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Example of 
Genetic Programming for Modeling 

•  Nonlinear 
Dynamical Systems 
Identification 

•  J. Bongard and H. Lipson, 
“Automated reverse 
engineering of nonlinear 
dynamical systems,” 
Proceedings of the National 
Academy of Sciences, vol. 104, 
no. 24, pp. 9943–9948, 2007. 

 
•  M. Schmidt and H. Lipson, 

“Distilling free-form natural 
laws from experimental data,” 
Science, vol. 324, no. 5923, pp. 
81–85, 2009. 

 
•  Inferring biological networks 

by sparse identification of 
nonlinear dynamics, Niall M. 
Mangan, Steven L. Brunton, 
Joshua L. Proctor, J. Nathan 
Kutz, arXiv:1605.08368 
 

Example of  
Genetic Programming for Big Data ML 

•  Data-driven methods in fluid dynamics: Sparse 
classification from experimental data, in Whither 
Turbulence and Big Data in the 21st Century, A. 
Pollard et al. Eds. 281-301 (Springer 2016) [Bai, 
Brunton, Brunton, Kutz, Kaiser, Spohn, Noack]. 

 
 

How Genetic Programming Works 
•  Goal: FIND F(X) THAT GENERATES Y 

–  Generalized Linear Modeling  (GLM) optimizes model 
structural parameters/coefficients using (X,Y) examples 

 

•  GP composes candidate models as program 
expression 

»  eg:  x1 +  x2*x3 + (x2+x4/x5) 
§  coefficients/parms tuned after model composition or within it  

»  composition uses arithmetic operators  
§  +, -, *, protected divide 
§  square, square root, log, exponent, cos, sin etc… 

»  tuning through GLM or other means 

Genetic Programming 

Stochastic, multi-candidate search 
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FlexGP 
•  Introduction -> open source project 
•  Scaling -> bigger 

–  FlexGP system 
–  FCUBE 

•  Learners -> improving their ML competence 

Design Drivers 
•  As always 

–  accuracy 
–  interpretability 
–  speed 

•  Design for scalability 
•  IDENTIFY and BUILD a 

niche for GP-ML 
–  it’s not NN, SVM, or 

generalized linear 
modeling  

•  Ease of design, use 
•  Reflective of the cloud’s 

“new” way of supporting 
our work 

Ignacio

Arnaldo


Owen

Derby


Krzysztof

Krawiec


Kalyan

Veeramachaneni


Una-May O’Reilly

FLEXGP 
(System) 

FLEXPGP 
Project 

FUBE 
(Platform) 

GP 
LEARNERS 

HYBRID 
LEARNERS 

Classification 
Regression MRGP 

EFS 
Behavioral GP 

Scaling Prototype Scaling for All 
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Tutorial slide 
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FLEXGP 
(System) 

FLEXPGP 
Project 

FUBE 
(Platform) 

GP 
LEARNERS 

HYBRID 
LEARNERS 

Classification 
Regression MRGP 

EFS 

Scaling 

WORK  

In Progress 

A data parallel system for large scale machine learning   

http://flexgp.github.io 

Yields hundreds to thousands of models per run 

F3: Handling Big Data 

Factor 

F3 = Factor the data across learners replicated on the cloud 
        Filter the resulting models 
        Fuse the filtered models into a Metal-Model 
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Parameter and Data Factoring 
•  {Π,Di

tr }  
•  Distribution over each of these parameters 

probabilistically biases how each instance 
chooses a value for that parameter when it starts 
the local GP.  
–  Eg. {W,Norm2,{d1...3000},{x1,x2}}  
–  Eg.  {W∪X,Norm2,{d2…6000},{x1,x4}}.  

Π 

D 

Splitting the Data for ML 

Fusion: Model Combination Methods 
•  Model Selection 

–  Average Model Prediction (AMP) 
»  Average performance of every model in ensemble on D_test 

–  Best Apriori Model (BAM) 
»  Select best model based on MSE based validation data 

•  Model Fusion 
–  Average Ensemble Prediction (AVE) 

»  Report average of predictions 
–  Median Average Model (MAD) 

»  Average of median plus 2 neighbours 
–  Adaptive Regression Mixing (ARM) 

»  Yang, Y.: Adaptive regression by mixing. J. Am. Stat. Assoc. 
96(454), 574–588 (2001)  

•  Probabilistic Fusion (impractical) 

Adaptive Regression Mixing 

•  Concept: report a weighted 
average of model predictions 

–  Weights obtained by using D_f 
–  Assumes model errors are 

normally distributed 
–  Uses variance in errors to 

identify weights 
–  Split up D_f into D(1) and D(2) 

and r is size of D_f 
 

•  Provides a substitution for r in 
case of underflow 

Combination Methods 
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NOX and Million Song DataSets Testing the FlexGP Premise  

Results 

FlexGP cloud context: harvesting online FlexGP: Your Mileage May Vary 

•  your mileage may 
vary, why? 
–  your problem’s 

inherent/intrinsic 
structure and your 
data as domain’s 
observations 

–  your engineering 
»  feature definitions 
»  problem definition 

–  your learner  
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Moving Forward 
•  FlexGP indicates how to crisply  isolate algorithm from 

scaling framework 
•  ALFA and rest-of-EC will always be developing new 

learners 
–  but that requires easy scaling 

•  We also need to  
–  compare multiple learners 

•  bonus: how to facilitate collaboration with different 
learners 
–  collaboration that might help us strengthen our niche 

•  for ALFA: 
–  to get this boost in power, leave our implementations that 

hybridized popular design features  
»  eg tree complexity, NSGA2, usual parms 

–  start to work on what had been put aside for the F3 phase 
•  For this we developed FCUBE platform  

“Bring your own learner! Opening up cloud-based massively data parallel 
frameworks” in IEEE Computation Intelligence Magazine, Feb 2015. 

http://flexgp.github.io/#fcube 
 

simple cloud scaling and algorithm comparison and 
combination 

FCUBE Big Learning  
•  showed you the GECCO competition results, are 

there more worth sharing? 

State of Art with GP 
•  What’s “open source” ready from ALFA? 

–  MRGP – show competence and central idea 
–  EFS – rev 0 

•  what’s underway:  
–  EFS ongoing work looking for a client to drive the 

research’s next steps 
–  BGP – many objective, better info 
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Competency of Regression Algorithms 

Method Speed Nonlinearities Fine Tuned 
Accuracy 

Feature Sel. Readable 

GP 

MRGP ? ------------------ TARGET --------------- ? 

NN 

Linear Regression 

LASSO 

High Medium Low 

COMPETENCY COLOR LEGEND 

Multiple Regression Genetic Programming 
MRGP 

Ignacio Arnaldo 
Krzysztof Krawiec 
Una-May O’Reilly 

 
ALFA Group, CSAIL, MIT 

Poznan University of Technology  
 

MRGP 
•  improves model accuracy 
•  how? 

–  adds the power of a GLR algorithm to GP 
»  Least Angle Regression (LARS) algorithm  

§  Efron et al. The Annals of statistics, 32(2):407–499, 2004.  

–  maps model sub-expressions to linear combination with 
GLR-optimized coefficients 

 
STANDARD GP:  f(X)= ROOT(X)  
  
MRGP: f(X) =  
   b1X1+ b2X2 + b3X3+ b4X4+ b5X5  
+ b6S1(X4) + b7S(X5)2 + b8S3(X1,X5) +b9 S4(X1,X5) 
+ b10ROOT(X) 

MRGP Competency of Regression Algorithms 

Method Speed Nonlinearities Fine Tuned 
Accuracy 

Feature Sel. Readable 

GP 

MRGP ------------------ TARGET --------------- 

NN CHECK 

Linear Regression 

LASSO 

High Medium Low 

COMPETENCY COLOR LEGEND 

✗ ✓ ✔✔✔ 
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Off The Shelf ML Algorithms 
 
l  ALFA’s Delphi Framework: lets us run ALL the learners!!!! With hyper-
parameter optimization 

Data Science in Practice 

Think and propose 

Extract 

Organization of 
data 

Feature
engineering 

More than a year A week

Machine
Learning

Data

Algorithm Model

f (X)

Covariates

En
tit

ies

QUICK      SLOWER          

Think and propose 

Extract 

Organization of 
data 

Feature
engineering 

More than a year A week

Machine
Learning

Data

Algorithm Model

f (X)

Covariates

En
tit

ies

MOOCDB, B
EATDB 

FeatureFacto
ry, 

EvoFeature Synthesis
 

DELPHI, M
L-Blocks

 

Feature Selection as a Goal 

Method Speed Nonlinearities Fine Tuned 
Accuracy 

Feature Sel. Readable 

GP 

MRGP 

EFS TARGET TARGET TARGET 

NN 

Linear Regression 

LASSO 

High Medium Low 

COMPETENCY COLOR LEGEND ✓✔✔✔ 

Building predictive models via Feature Synthesis 
EFS 

Ignacio Arnaldo 
Una-May O’Reilly 

Kalyan Veeramachaneni 
 

ALFA Group, CSAIL, MIT  
 

Project website:  
http://flexgp.github.io/efs/  
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Tree-based GP vs. EFS 

OLD/MRGP NEW/EFS 

Search for models search for coadapted features 

Performance Metric: model error Performance metric: feature importance 

Fitness is independent of the population Fitness depends on the population 

Symbolic representation No symbolic representation (faster) 

Feature Selection as a Goal 

Method Speed Nonlinearities Weight tuning Feature Sel. Readable 

GP 

MRGP 

EFS TARGET TARGET TARGET 

NN 

Linear Regression 

LASSO 

High Medium Low 

COMPETENCY COLOR LEGEND ✓✔✔✔ 

Summary 
•  Scalable, competent (evolutionary) machine 

learning and data science 
•  Cloud computing as a resource 
•  FlexGP system: 

–  data parallelism: factoring 
–  ensemble based modeling through filtering and fusion 

•  Improving the Competence of Learners 
–  MRGP 

»  fine tuning model sub-expressions with ML/linear regression 
»  improved accuracy and time-to-find-solution 

–  EFS 
»  deep learning of features and model 
»  improved time-to-find-solution and readability 

Reflections and Ongoing Directions 
•  Filtering and fusion need more work 
•  FCUBE needs refinements and use cases 
•  Lots more scope for better learners 


